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A New Formulation of Backward Differenced Linear
Multistep Methods for Ordinary Differential Equations

Alan M. Winslow

Consider the ordinary differential equation

'd
y = 3F = £y,t) &b

to be integrated numerically by a K order linear multistep method.

Choosing backward . differencing for application to stiff equationsl we

have
*nt . + —k+
I 1z yQin. comb. of YL, P, + . o, PR L opPL 0ty (o
, -k+1l _n-k+ . . .
where t" N t" k 2, . , tn+1 represent successive times, not neces-

sarily equally spaced, and 1 < k < K, where usually K = 5 or 6.

The novel feature of ouwr formulation is the manner in which we store

the "history" array yn, yn_l, cees yn"k"'l needed for the left hand side of

(2). We use the extrapolants jymtl:(j =0, 1, * * *, k) each obtained by
fitting a jth degree polynomial to.the j + 1 points {yn_l i

at t = "L, These extrapolants are a natural choice because they form a

. . . n+l
sequence of successive approximations to y .

and evaluated

We begln our derivation with the usual form of the Newton interpolation

th

1
polynomial kyo(t) of k degre:e2 for the function y(t) over the set { tis};

evaluated at t:

y(t) = y[to] + (t - to) y[to, tll + (t - t )t - 1) ylt,s t, t2]
# o o o+ (- to)(t -t) e (t -ty yltys s ..., t, 1
+ ke°(t)_

Q »oaw o . .
W (t) + K& (t)

(3)



Here y[to, LI tj] represents the jth divided difference which satis-
fies the recursion relation
yit,] = y(t)

[t « o o 't]‘Y[toz...-~2tn-l]-y[tl?...,t]
yit,, Lt = SURBE

The error term evaluated at t is given by2"

) = (-t =) = - - (E -5 ylt, ty, v, by, ]

nozm'.alovvex*{.]o<+l

Dropping , e temporarily, we write the next hlgher interpolation poly-
‘t)l} evaluated at t:

Y () = YO + (- (e - t)) e (t- ) y[tp, tys ttry o 1(8)

Shifting the evaluation point to t and the base set to { :& ]f'l N

Eq. (3) becomes
y(tg) = ity + etey) (5)
where

l - * e 0 .- * e
ke (tO) =. (to - tl)(to - tz) (tO tk+l) Y[tl: t23 ’ tk'*'l, -tO]

Using (5), we can rewrite (4) in the form

o (£ -t )t =t v (t=-1)
)1y (B = (e + & =, - §,) v (-

[y(t ) - (t )] (8)
k+1) . ky

where we have made use of the symmetry property of divided differences

in permuting their arguments.

Letting t = 771, t, =t 3

kyo(t) z kynﬂ', and k_yl(to) = kyn we have .

= 0,1, *** , k1), y(th =



-3-

n+l ntl | (™ oyt oy L
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(B = Ly - 72y el (4R L kel

n+l tn-k) 0

n
M N

(7)

(k =0, 1, ***,K), where Oyn+1 = yn. From the solution yn and the extrap-

. . +
olants kyn at t = t%, we Use (7) to form the successive extrapolants kyn L

+
for t = £V,

We make use of (7) to rewrite the Newton interpolation polynomial (3)

- in extrapolant form. Using the set {;n+l- g and evaluating at t, we have
+
Loy - yn+1 + =t (vn+l_yn) + =™ (-t (yn+l n+ly
; + 1 =
B gy (gl L
$oeee 4 =t (D) - (£-t1K2) (yn+._ yn+l)
(tn+l_tn)(tn+l_tn-l) v (tn+l_tn-k+l) k-1

(8)

and differentiating (8).we obtain our difference approximation for the

~ lefthand side of (2):

n+l n+l
k&nﬁl ) é%{kyn+l(tﬂ n+l - yn+ln;%yn ¥ ?ﬁ+% - lyn-% )
t=t At At + At
. yn+1 _ 2yn+l v yn+1 _ k'..lyn+1
Atn+!5 + Atn—% + Atn—377' Atn+!~5 ot 4 Atn+3/2—]<
which is the desired linear cambination of {yn+1'§}§ indicated in (2).
We insert (9) into (2) and solve for yn+l, our k™ order approximation to
y(tn+l).

We adjust the time step and the order k in order to control the local

truncation error

ntl _ n+l

ke ) =y - y<tn+l)



which, for a kth order scheme, is of order (At)k+1. For this purpose we

make use of the interpolation error kenﬂ, which, according to (5) is given
by
ntl _ ntl n+l
¥ Y T
We can write ken"':L in the form>
_ (k+1)
ken+l = (L @yl @y el £Bk=1y . +(§;- )
where tn_k-l L& < tn+l. For equal time steps At, we have
L= Rt gD
+1

showing 1:1'1,a‘t:.ken is also of order (at)*L. It can be shown that(

n+l ) 1/(k+1)
n+l)l/(k+l)

. differs from (ks only by a factor which lies between 1.5 and 2,
which we shall omit.

Defining the fractional exrror

n+l n+l
5 = T
k ~ n+l ’
y

we use 6§ to control the time step and order in the following way. Comparing

81 with some preassigned value § o We calculate the new time step A‘tn+3/ 2
from

1
Ae*3/2 (Go/ék)k+l At (10)

which increases or decreases the time step to try to maintain 8 NS
For continuous f(y,t) this is usually sufficient, without having to repeat

a time step. Changing At every time step in this manner has led to noy

stability problems. For order control we compare the numbers (60/ s 2)“1

(L =k, k1) and'choose 2 in order to maximize the new time step.



Another use of (8) 1is interpolation. To find the solution at some

th

time tp, (" < tp < tml), we interpolate to k ntl

order between yn and y
by using (8) with t = ‘tp.
An important application of Eq. (9) is to chemical kinetics, for

which the righthand side of (1) takes the form
fly,t) = -aly,t) y + bly,t) (1)

Substituting (9) and (11) into (2) we get

5, + by, L) a0t

n+l
y = (12)
T, * a(ym'l £ 'A‘cm';5
k-1 k-1
where S -Z oy T = Z r, .p = st Notice tha
‘ k - j jy [y k - j s jI’ - ‘j'——-——'—.' . O lce t
o o i Z Atn+15-1
S
S. = n - . n+l
1Y, T =L For any order we see fram (12) that lim vy = b/a as
At

it should, representing the quasisteady state solution y = 0.
This method has been applied to the numerical solution of systems

of chemical kinetics equations, having the form

9i = -ai(yl, e YI’ t) yi + b(yl3 s yI’ t) (i = l’ 2’ ces I)

A predictor-corrector method using kyn+l for the predictor and functional
iteration based on (12) for the corrector has proved successful for the
cases k < 2 (see Ref. 5). A new program with k < 6 is currently being
tested.

The principal advantage of this formulation is its simplicity. The
same extrapolants are used for prediction, correction, interpolation and

control and are easily updated recursively. The chemical kinetics program,



-6~

in fact, consists only of Egs. (7), (10) and (12), although iteration by
Newton's method could be used instead of (12). It is hoped to make it at

least as efficient and accurate as the LLL (Hindmarsh) version of Gear's

6
program.

NOTE: This UCID is unchanged from the original UCIR—-681 (January 17, 1973)

except for the correction of minor errors.

A. M. Winslow
Oct. 2, 1980
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